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Model

Sequence of queueing networks indexed by number of servers, n:

Identical servers, operate in parallel

Service time: general distribution S

Arrivals: Poisson process with rate λn

Each job is split into a random number of pieces k, according to
some distribution fn(k), k ∈ {1, 2, . . . ,mn}, mn ≤ n
Each piece is routed to k different servers

Routing must occur at arrival, no centralize queue

All pieces must start service at the same time, FCFS
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Model

We consider 3 different Routing Schemes:

Optimal: Pieces are routed to servers with least workload

Blind: Pieces are routed randomly

Intermediate: First route pieces to idle servers, then randomly
route the remaining pieces

Cost of Information vs. Service Quality?

We analize the expected waiting time in the 3 cases.
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Model: Optimal Routing Scheme

Analyzed by Green [G80] with service time of pieces S ∼ Exp(µ).

Equivalently, jobs wait in a unique queue until the number of
servers needed are free

Queue Servers Completed Jobs
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Model: Blind Routing Scheme

Analyzed by Olvera-Cravioto and Ruiz-Lacedelli [OR15].

k pieces of a job are routed randomly to k different servers at
arrival, forming a queue at their assigned servers

Arrival Routing Queues Servers Completed Jobs
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Model: Intermediate Routing Scheme

We propose a mixed scheme.

First route pieces to idle servers, then randomly route the
remaining pieces

Arrival Routing Queues Servers Completed Jobs
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Preliminary Results

Let f be a distribution of the number of pieces such that fn
n⇒ f , with

finite mean E [N ] =
∑∞

k=1 kf(k).

Green [G80]: if λE [N ] /µ < 1, then W (n) n⇒ 0.

Olvera-Cravioto & Ruiz-Lacedelli [OR14]: W (n) n⇒W , if there
exists β > 0 such that

E

[
N∑
i=1

eβ(χi−τi)

]
=

λE [N ]2

β + λE [N ]
E
[
eβχ1

]
< 1,

where N ∼ f , χi ∼ S and τi ∼ Exp(λE [N ]) are independent.
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Numerical Results

We consider:

50 – 1,000 servers

30,000 jobs

Distribution of the number of pieces:

N ∼ Poisson (light tail)
N ∼ Poisson composed with Pareto (heavy tail)

Service time of the pieces:

S ∼ Unif(0, 1)
S ∼ Exp(1)
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Numerical Results: Example 1

Parameters:

λ = 0.1 S ∼ Unif(0, 1) E [N ] = 2 (light tail)

Average Waiting Time:
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Numerical Results: Example 2
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Numerical Results: Example 3
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Numerical Results: Example 4

Parameters:
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Numerical Results: Example 5

Parameters:
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Conclusions

According to our numerical results:

Light and heavy tails behave similarly

Only knowing which servers are empty, decreases the waiting
time significantly
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